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The sub-grid parameteriza8on problem

Goal	of	atmospheric	modeling	

Represent	the	physical	processes	in	the	atmosphere	as	accurately	as	possible.	
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Tradi8onal parameteriza8on development
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Growing frustra8on with state of climate modeling


Schneider et al., 2017. Nature Climate Change	

“Most	uncertainty	caused	by	
representaAon	of	subgrid	clouds”	
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Global cloud resolving simula8ons


SAM	©Marat	Khairoutdinov		
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Building a machine learning parameteriza8on


Subgrid	
tendencies	

Resolved		
variables	

Cloud-resolving	
simulaAon	

The	plan	
1.  Run	a	cloud-resolving	training	simulaAon	
2.  Train	an	efficient	machine	learning	algorithm	
3.  Replace	the	original	GCM	parameterizaAon	

Machine	learning	
algorithm	

Dynamics	

+

GenAne,	P.,	Pritchard,	M.,	Rasp,	S.,	Reinaudi,	G.	and	Yacalis,	G.,	2018.	Could	machine	learning	break	the	convec:on	parameteriza:on	deadlock?	GRL.		
Rasp, S., Pritchard, M. and Gentine, P., 2018. Deep learning to represent sub-grid processes in climate models. PNAS.	
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What is a neural network?


Input	layer	𝒙	

​𝑎↓𝑖 =∑↑▒​𝑤↓𝑖,𝑗 ​𝑥↓𝑗  + ​𝑏↓𝑖 	Activation function:

𝑔(𝑎)=max​(0, 𝑎)	

Output	layer	𝒚	
​
𝑥
↓
𝑗
 	

​
𝑎
↓
𝑖
 	 ​

𝑦
↓
𝑗
 	

​𝑾↓𝟏 , ​𝒃↓𝟏 	

…	

​𝑾↓𝒏 , ​𝒃↓𝒏 	

​𝑤↓1,1 	

Target	from		
training	data	

Loss/cost:	
e.g.	MSE	

Hidden	layers	

​𝑾↓𝟐 , ​𝒃↓𝟐 	

Resolved		
Variables	

𝑇(𝑧), ​𝑄↓𝑣 (𝑧), ​
𝑃↓𝑆 ,  𝑆𝐻𝐹, 
𝐿𝐻𝐹,  𝑆𝑂𝐿𝐼𝑁	

Subgrid	
tendencies	

​
Δ𝑇↓𝑐𝑜𝑛𝑣+𝑟𝑎
𝑑 (𝑧),  Δ​

𝑄↓𝑐𝑜𝑛𝑣 (𝑧),  
4× ​𝐹↓𝑟𝑎𝑑 , 
𝑃𝑟𝑒𝑐	
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How well does the neural network do?


Good	agreement	

Precipita:on	distribu:on	

Precipita=on	
extremes	

Column	moist	sta:c	energy	conserva:on	
No	outliers!	

Mean	climate	and	key	aspects	of	variability	
are	reproduced.	
Neural	network	is	significantly	faster	(40x)	
than	cloud-resolving	reference.	
Energy	is	approximately	conserved.	
But	neural	network	has	trouble	
extrapolaAng	to	new	climates.	
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2018: Machine learning parameteriza8ons
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O’Gorman and Dwyer: Random forest


•  ML	algorithm:	Random	forest	
•  Ensemble	of	binary	decision	trees	
•  PredicAons	are	means	over	subsets	

from	training	data	
•  Compared	to	neural	networks	

•  Advantages:	Physical	constraints	from	
training	data	conserved,	potenAally	
beier	for	small	sample	sizes	

•  Disadvantages:	Less	(potenAal)	
predicAve	power,	struggle	with	very	
large	data	amounts	

Machine	learning	is	only	a	gray	box!	

O'Gorman	and	Dwyer,	2018.	JAMES.	
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Key challenges for machine learning parameteriza8ons


#1:	Stability	 #2:	Physical	constraints	 #3:	Generaliza=on	

#4:	Stochas=city	 #5:	Tuning	

How	can	we	make	sure	a	ML	
parameterizaAon	is	stable	
when	coupled	to	the	dynamics?	

How	can	we	enforce	
conservaAon	laws	and	posiAvity	
constraints?	

How	bad	are	neural	networks	
at	generalizing	in	a	realisAc	
climate?	
How	can	we	enhance	the	
generalizaAon	capabiliAes?	

How	do	we	deal	with	chaos	in	
training	data?	
Can	we	build	a	stochasAc	ML	
parameterizaAon?	

How	can	we	fix	biases	aner	the	
offline	training	stage?	
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Data-driven parameteriza8on development


One	algorithm	to	rule	them	all	
•  Captures	process	interacAons	
•  No	heurisAc	biases	

Learn	in	exis=ng	framework	
•  Respect	known	physics	
•  More	interpretable	

“How	to	best	combine	physical	reasoning	and	available	data?”	


