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Welcome to Boulder
Boulder is at 1655 m a.s.l. (5430 feet)
NCAR Mesa Lab is at 1885 m a.s.l. (6184 feet)

Sunny and dry: drink lots of water, use lots of sunscreen
(especially if going on hikes)
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NCAR’s 2008 ASP Summer Colloquium on



Dynamical cores for Global Atmospheric Models

NCAR’s 2008 ASP Summer Colloquium on

“Definition” of an atmospheric dynamical core:

Thuburn (2007); lecture on Friday



This talk
• Motivation for the colloquium
• Overview of the next two weeks
• Some details on tutorials



World Modeling Summit for Climate Prediction, May 2008, ECMWF (UK)



World Modeling Summit for Climate Prediction, May 2008, ECMWF (UK)

A message from Summit: We need higher resolution in climate models
(Note, however,  that resolution alone will not solve all our problems !!!!).

Today’s climate models cut the world into grid cells that are on the order
of 100km across

To explicitly resolve important phenomena (e.g., deep convection) in the
atmosphere we need resolutions on the order of kilometers or less.

To achieve this we need an over 10,000 times increase in computing
 power!



Historical progress in peak performance

Extrapolating the above curve => it will take about 20 years
to have the computing power to run climate models at 1km
global resolution



Historical progress in peak performance

The future “super-super” computers:
We don’t know the details but they will be massively parallel

(R.Loft’s talk tomorrow)



Example

IBM Blue Gene/L 2006: 130,000 CPUs

Even if we had a computer with millions of CPUs
we would not be able to exploit it …
our current operational global atmospheric models
will not scale to hundreds of thousands of CPUs.

Why?



What is the problem?

From B.Skamarock’s presentation at the NCAR Earth System Modeling workshop (http://www.essl.ucar.edu/repository/esm.php
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Need dynamical cores that scale on massively parallel platforms

Increasing demands for conservation and accuracy
(numerical method should not be a spurious source or sink for
mass, energy; model should work well for a wide range of scales)

Need more flexibility: E.g. regional refinement capabilities

model developers have been forced to go back to the drawing
boards and develop next-generation models that meet at least
some of these requirements!

we are currently in this process



Structure of colloquium
• Lectures in the morning and tutorials in the

afternoon:



Some questions discussed in the colloquium
lectures

• What are the different numerical approaches used today and what are their
advantages and deficiencies?

• Which system of equations should be used (hydrostatic, non-hydrostatic,
Boussinesq, etc.)?

• Which computational grids are available? What kind of spherical geometry is
optimal (is there one?)?

• What are the choices for the vertical coordinate and which prognostic variables
should be selected?

• How do we build 3D models and how do we assess the accuracy of our
models? This includes a thorough discussion of standard test cases.

• What conservation properties can be achieved in numerical models and how?
• Introduction to next generation scientific computing platforms (massively

parallel machines) and the effect on the design of next generation models.
• Modeling frameworks.



Lectures

We have been contacted by Springer about creating a
Lecture Notes in Computational Science and Engineering
Book series publication based on the colloquium lectures.

Based on the positive response from keynote lecturers
we are moving forward with this project. 



Tutorials: Hands-on experience with
state-of-the-art dynamical cores

We invited major modeling groups worldwide to participate in the colloquium
(this entailed porting their model to NCAR supercomputers and setting them up
for idealized test cases)

10 modeling groups accepted our invitation



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model)
  developed at the Max-Planck-Institut (MPI) for meteorology in
  Hamburg, Germany.

Icosahedral grid (triangles)



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model) MPI.
• GEF (Global Eta Framework), developed at the
  Earth System Science Interdisciplinary Center, University of Maryland,
  U.S.A.

Quasi-Uniform Cubic or Octagonal grid



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model) developed at Duke University,
  USA.



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University.
• GEOS (Goddard Earth Observing System) developed at
  NOAA(National Oceanic and Atmospheric Administration)-
  GFDL(Geophysical Fluid Dynamics Laboratory)/NASA(National
  Aeronautics and Space Administration), USA.

http://sivo.gsfc.nasa.gov/cubedsphere_overview.html



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University
• GEOS (Goddard Earth Observing System), NOAA-GFDL/NASA.
• BQ_Core (B-grid Quadratic Upstream), GISS (Goddard Institute for
Space Studies), developed at NASA.

http://www.giss.nasa.gov/tools/modelE/



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University
• GEOS (Goddard Earth Observing System), GFDL/NASA
• BQ_Core (B-grid Quadratic Upstream), GISS, NASA.
• MITgcm (Massachusetts Institute of Technology General Circulation
  Model), MIT, USA.

http://mitgcm.org/



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University.
• GEOS (Goddard Earth Observing System), NOAA-GFDL/NASA.
• BQ_Core (B-grid Quadratic Upstream), GISS, NASA.
• MITgcm (Massachusetts Institute of Technology General Circulation
  Model), MIT.
• CSUgcm (Colorado State University General Circulation Model), CSU,
  USA.

http://kiwi.atmos.colostate.edu/BUGS/BUGSoverview.html



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University
• GEOS (Goddard Earth Observing System), NOAA-GFDL/NASA
• BQ_Core (B-grid Quadratic Upstream), GISS, NASA.
• MITgcm (Massachusetts Institute of Technology General Circulation
  Model), MIT.
• CSUgcm (Colorado State University General Circulation Model), CSU.
• GME, German Weather Service.

http://www.dwd.de/



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University
• GEOS (Goddard Earth Observing System), NOAA-GFDL/NASA
• BQ_Core (B-grid Quadratic Upstream), GISS, NASA.
• MITgcm (Massachusetts Institute of Technology General Circulation
  Model), MIT.
• CSUgcm (Colorado State University General Circulation Model), CSU.
• GME, German Weather Service.
• CAM (Community Atmosphere Model), NCAR, USA.

http://www.ccsm.ucar.edu/



Participating models
(in random order)

• ICON (ICOsahedral Non-hydrostatic General Circulation Model), MPI.
• GEF (Global Eta Framework), University of Maryland.
• OLAM (ocean-land-atmosphere model), Duke University
• GEOS (Goddard Earth Observing System), NOAA-GFDL/NASA
• BQ_Core (B-grid Quadratic Upstream), GISS, NASA.
• MITgcm (Massachusetts Institute of Technology General Circulation
  Model), MIT.
• CSUgcm (Colorado State University General Circulation Model), CSU.
• GME, German Weather Service.
• CAM (Communicty Atmosphere Model), NCAR.
• HOMME (High Order Method Modeling Environment), NCAR/Sandia.

https://www.wiki.ucar.edu/display/homme/Home



Participating models
(in random order)

• You have been assigned to one modeling group (approximately 3-4 for
  each model version). Which model have I been assigned to?

  See list in “welcome packet” or on the colloquium Wiki.
     (You were assigned to modeling group in alphabetic order and the criterion that no two students from the same institution could be in the same group).

• There is (at least) one modeling mentor per modeling group who will guide you
  through the tutorials. We meet at 1PM in this seminar room so that you can team
  up with your modeling mentor (ASP staff will show each group to their rooms).
  All groups will be spread out all over the Mesa Lab (it was quite a challenge to
  find rooms!) - each room should have an overhead projector or screen!



Tutorials

• Run the model you are assigned to on idealized test cases:
 - identify strength/weaknesses in the numerical methods
   used in the model (5% of your time)

     - get experience/skills with working on supercomputers
    (95% of your time)-“What can go wrong will go wrong!”



Tutorials

• Run the model you are assigned to on idealized test cases:
 - identify strength/weaknesses in the numerical methods
   used in the model (5% of your time)

     - get experience/skills with working on supercomputers
    (95% of your time)-“What can go wrong will go wrong!”

That is why we asked you to bring your own computer!



Tutorials: “Ambition” for today

• Your modeling mentor will give you a brief scientific introduction to
the model you are going to work on

• Thereafter:
     - logon to the network (username: dycore; password: 2008ASP)

See instructions in “Welcome Packet” (tutorial document)
 
 You’re sharing a fixed amount of bandwidth. Please be a good neighbor. 
PLEASE DO NOT USE THE NETWORK FOR PERSONAL WEB BROWSING 
(refrain from applications that use a large amount of the limited wireless 
bandwidth such as video/ audio streams). 



Tutorials: “Ambitions” for today

• Your modeling mentor will give you a brief scientific introduction to
the model you are going to work on

• Thereafter:
     - logon to the network
     - login to Bluevista with your cryptocard

  (most of you have already tried this!)
     - run a low resolution version of the model

Please be patient with your modeling mentor(s)
(it takes a lot of “engineering” to work on supercomputers)



Tutorials: Beyond today

Run idealized test case suite

Documentation: hard copy document in your “welcome packet”

Note:

1. 1st errata also in “welcome packet”
2. Updates to Fig.12 & 13 

(see pdf-version on the Wiki under
 test cases) 



Tutorials: Test cases
• 6 test cases with variants are going to be run at different resolutions
• total number of configurations per modeling group is  approximately

50-70

(in addition, modeling mentor may suggest to tweak default settings:
increase diffusion coefficients, change advection scheme, …)

• In each group: Coordinate the runs among you! Collaborate;
discuss; …



Tutorials: Test cases
• If you collectively do all test cases we will produce an

unprecendented large dynamical core intercomparison dataset
    (probably more than 500 datafiles).
• More details on test cases in Dr. Jablonowski’s talk

tomorrow.
• Dr. Jablonowski will walk around to the different modeling

groups during the tutorials to discuss the test cases



Tutorials: Managing Bluevista

• Details in talk this morning (Mike Page)
• See Wiki under “Student tutorials” for list of useful

“super computer”-commands.
• Learn by mistake … (things will go wrong!)



Tutorials: Computing resources
We have limited computing resources

Coordinate the runs so that no two persons run a model on the
same test case at the same resolution, time-step, etc.!

Bluevista is going to be heavily loaded during the colloquium:

- do not submit more than 1 job at a time
- do not use more than three nodes at a time in the dycore queue

   (if using more nodes run in regular queue)
- run high-resolution jobs over night
   (each modeling group can run one higher node job every

        24 hours)
- more details on the Wiki



Tutorials: Data
• For the organizers to manage these datasets after the colloquium, we ask you to

(after you have successfully run a test case):

    - write non-defaults model settings to a text file (resolution, dt, etc.)
    - copy data to my directory on the Mass Storage System

  (MSS) strictly following file name conventions.

    Example:

           olam_dycore_1-0-0_low_L26

     All details are in “welcome packet”- tutorial
     document



Tutorials: Data management
• datafiles and model metadata is managed with Earth

System Curator (next talk)



Tutorials: Visualization
• For visualization NCL (NCAR Command Language)

 scripts are available on the Wiki

https://www.wiki.ucar.edu/display/dycores/Visualization

  (local NCL expert Dennis Shea provides support together with Christiane Jablonowski)

Since not all modeling groups have provided us with sample datasets and not everybody has
complied strictly with our output conventions, we have not been able to test the scripts on all
model outputs ….

So there can be problems with plotting; Dennis & Christiane will do what they can
to make the visualization Software work (so be patient!).



Tutorials: End
• Last day of colloquium we ask each student group to give a short 10 min

presentation on their main findings (focus on one or two test cases where you
found “interesting” behavior).



Practical information
• Posters: Display at the Main Seminar mezzanine from Tuesday 3 to

Friday 13.
(no official poster session - use breaks)

• Occasional printing: B&W printer in outer Damaon room (see
instructions in tutorial document or Wiki)

Return Cryptocards to Scott Briggs Friday 13



More practical information
• Challenging workshop:

- Logistical problems ask Peter, Ram, Mark or Christiane
  (who will probably direct you to Scott Briggs or Kathleen Barney)
- Computer problems: ask modeling mentors, Mike Page, …

• Meals in NCAR cafeteria (just downstairs), and coffee break refreshments
are in front of this room (expect next Monday: in outer Damon room).

• No exams, no grades. Just the science and learning. The more you put in
the more you get out.

• Lecturers will be around for at least a few days – feel free to interact with
them.

• Ask lots of questions



All work no play?
• Picnic this Wednesday at Flagstaff
• Weekend to explore Boulder area
• Plenty of great science can be done on hikes

around NCAR at lunchtime!



Many thanks to…

• Folks at NCAR’s Advanced Study Program (ASP)
 Maura Hagan, Paula Fisher, Kathleen Barney, Scott Briggs

• Modeling mentors: All participating modeling groups

• “Helpers”:
CISL (Ginger Caldwell, Mike Page, Michelle Smart,…)
Curator group (Cecilia Deluca, Sylvia Murphy, …)

• Lecturers for donating their time and effort to visit Boulder

• Sponsors: NCAR’s ASP (main sponsor), NASA, DOE.


